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Abstract—The Future Internet is expected to support servi-
ces in both existing and new scenarios, in terms of mobility,
quality, scalability and security, among other. In this work we
present how Reconfigurable Computing (RC) may contribute to
build Future Internet (FI) flexibility and security. Therefore, we
discuss some aspects of FI initiatives that can be addressed by
Reconfigurable Computing. Then we show some features of the
Reconfigurable Computing enabling technology – FPGA – which
can help to build a more flexible and secure Future Internet. The
concluding remarks concern the need to bring together FI and
RC researchers.
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I. INTRODUCTION

T
HE Internet growing success is due, in part, to its

achitectural simplicity. Designed in the 70’s and conso-

lidated in 1981 with the request for comments 791 which has

standardized IPv4 - the Internet Protocol version 4 [1], the

network of networks has kept, through time, the flexibility

needed to incorporate new technologies in order to support a

whole myriad of applications.

IPv4 initial specifications established its independence from

the underlying layers, and also concerning the host architec-

ture, as well as universal connectivity through entire network,

point-to-point acknowledgements and standardized application

protocols. Another success motive which should be highligh-

ted is the Berkeley University decision of adopting the TCP/IP

implementation in its 4.2 BSD Unix in 1983, and make its

source code available as public domain software.

However, the TCP/IP idealizers could not foresee the reach

which this network would achieve in the next decades. As can

be seen in Fig. 1, in 1970 there were only 9 hosts on the

Internet, while the current number is significantly greater.

If, initially, the concern was to interconnect a few computers

in research centers, today, 35 years after the RFC:791, the

Internet must cope with mobile devices and with the Internet

of Things, where devices can “talk” to each other without

direct human intervention. Considering the numbers related to

this phenomenon, in 1985 there were 1,000 hosts connected, in

1995 it was 3,000,000 [3] and, today, there is approximately

one billion hosts linked to the Internet [4]! Fig. 2 helps to

visualize the Internet growth, and gives an idea of the com-

plexity concerning the hosts interconnection of such numerous

devices, especially if compared to Fig. 1.
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Figure 1. The Internet in 1970. Source: [2]

Figure 2. The Internet in 2015. Source: [5]

These numbers leads to the first IPv4 limitation: the scar-

city of network addresses. Because of this limitation, many

companies implement the network address translation (NAT)

in order to map different private IPv4 addresses into an unique

public IPv4 address. This technique has helped in conserving

public IPv4 addresses, but also have some drawbacks. The

NAT does not support the security standards of the network

layer, and does not support mapping all protocols of superiors

layers. Besides, the address configuration in various devices,

whether static or dynamic, should be much simpler than the

current way.
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Another current Internet problem relates to quality of ser-

vice (QoS). Despite IPv4 supports QoS, it has only 8 bit of

the Type of Service (ToS) field and payload identification to

performe it. The IPv4 ToS field has limited functionality and

the packet identification is not possible when the datagram

packet is encrypted [6].

Talking about cryptography, when the RFC:791 was pu-

blished, almost none of the current security threats were

anticipated. An IPv4 extension, called IPSec [7] was suggested

in order to protect data transmitted through Internet, avoiding

data visualization or modification by unauthorized people.

However, the IPSec is not an Internet built-in protocol and,

in many times, its implementations are proprietary.

Meanwhile, with the growing threat of cyber attacks, the

security as a whole, and the cryptography - as its support pillar,

became a central matter about the future of the Internet.

The scientific and industrial communities are aware of

these problems and are proposing changes in the Internet for

some time. Several initiatives have been proposed aiming to

develop Future Internet Architectures. Some examples are the

projects FIBRE (Brasil), FIRE (Europe), NETS-FIA (USA)

and AKARI (Japan), among others. More information about

this subject are found in Section II.

These initiatives have a lot in common, but it is worth

to highlight two important aspects: flexibility and security.

Flexibility is necessary both to conduct the transition from

the current to future Internet as for the Internet’s purpose

itself, much more focused on associated services and content

type rather than mere packet transmission. Security is another

aspect that encourages the development of a new Internet.

Cyber attacks are becoming more and more sophisticated and

it threatens the economic order. If the current Internet was not

conceived to deal with such threats, the next generation of

Internet need to have security as a major concern.

Given this context, one technology - now mature - that could

be largely used in the very conception of the Future Internet

in order to build network flexibility and security has been

neglected. This technology is the Reconfigurable Computing,

which is based on field programmable gate arrays (FPGA).

FPGA have features which can meet both the requirements of

flexibility as the security for Internet next generation.

The idea of a reconfigurable device was first conceived

by Gerald Estrin in 1960 [8], but only in 1985 they became

commercially available [9]. Fig. 3 shows the experiment made

as proof of concept by G. Estrin [10]. Besides all technology

limitations at that time, the idea of a processing element having

a fixed part and another with a flexible hardware, adaptable

for any given application, was genius. The hardware flexibility

was achieved through the inclusion or removal of specific

hardware modules and by reconfiguring its interconnections.

If in 1960 the task was manual and fastidious, today, with

submicron fabrication technology with a tremendous evolution

of the Electronic Design Automation (EDA) tools, FPGA

have became an unavoidable solution, when searching for a

good compromise among performance, low cost, low power,

flexibility and security

Today there is FPGA based systems in sectors such as ae-

rospace, automotive, defense, industrial automation and data-

Figure 3. Basic reconfigurable modules (a), motherboard (b), wiring harness
for the motherboard (c), and system assembly constructed for the supervisory
control and transfer path between the fixed and variable structure computers.
The author is shown using an oscilloscope probe to observe electrical activity
of the system assembly (d). Source: [10]

centers, among many others. There are even FPGA prototyping

boards designed specifically to support network research and

development [11], [12].

This article aims to approach these two investigation fields

Future Internet and Reconfigurable Computing, discussing

how this approximation could lead to a next generation of

networks more flexible and secure.

In order to do this, the article brings in its second Section

an overview of Future Internet initiatives, with some project

examples and a brief discussion about how flexibility and

security are important to these enterprises. On the third Sec-

tion, this article argue about the enabling technology of Re-

configurable Computing: the FPGA. The third Section shows

briefly how FPGA works and highlights how its architecture

helps to achieve flexibility and security. Finally, the last

Section draws a roadmap in the direction of a convergence

between researchers in "Future Internet"and Reconfigurable

Computing, so the next generation of network can be more

flexible and secure.
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II. FUTURE INTERNET ARCHITECTURE

As mentioned before, there are many Future Internet Archi-

tecture initiatives around the world. In this Section I present

an overview of a few of those initiatives.

A. Future Internet Research and Experimentation

FIRE (Europe): Future Internet Research and Experimen-

tation is an initiative launched and funded by the European

Commission that has been growing since its inception in

2010 with the ambition of being Europe’s Open Lab for

Future Internet research, development and innovation. One (of

many) interesting aspects of the FIRE is the importance given

to experimentation as development methodology. The white

paper [13], a document on the FIRE initiative, reports some

experiments that pushes the knowledge frontiers concerning

connectivity. Among the examples there are the investigation

of Facebook on economics of privacy; the Netflix experimen-

tation platform to ensure optimal video streaming delivery

with minimal playback interruption; Smart Cities using diverse

network applications in fields such as transport, energy and

environmental management.

Those well succeeded development strategies based on

experimentation led the FIRE organizers to adopt a research

methodology named experimentation-driven. Another interes-

ting characteristic of the FIRE initiative is the engagement of

the industry partners both in financing as in developing pro-

jects. Still in [13], the security theme is mentioned many times,

from standards for mobile communication untill security and

privacy in smart spaces, passing by aspects of trustworthiness,

dependability and border control in autonomous cooperative

robots.

B. Future Internet Brazilian Environment for Experimentation

Helped by the European Commission, Brazil has developed

an experimentation environment - a testbed - which works

as a large scale laboratory. The goal of this testbed is to

serve as research and development infrastructure so students,

researchers and industry may test new network applicati-

ons and architectures. The project is named Future Internet

Brazilian Environment for Experimentation (FIBRE)1, and

it is composed by eleven experimentation islands, sheltered

in universities and research institutes. Each experimentation

island has a set of equipments which supports experiments in

both wired networks as wireless. Those islands are connected

by an network on the brazilian RNP backbone, comprised of

two network separate layers: a control plane and an experiment

plane [14]. The FIBRE community is active, with recent

publications, as [15] and [16]. Some projects related to FIBRE

include OpenFlow 2 and Software Defined Networks (SDN).

In the context of FIBRE, these concepts are related to FPGA

implementations, as can be seen in Fig. 4.

1http://www.fibre.org.br/
2https://www.opennetworking.org/sdn-resources/openflow

Figure 4. A hardware view of a typical FIBRE island. Note the NetFPGA
as a part of the infrastructure. Source: [17]

C. NETS-Future Internet Architecture

NETS-FIA (USA): Recognizing the need for a secure and

highly dependable information technology infrastructure and

building on NSF’s on-going investments in network science

and engineering, the Directorate for Computer and Information

Science and Engineering (CISE) has formulated this program

to stimulate innovative and creative research to explore, design,

and evaluate trustworthy future Internet architectures. The

NETS-FIA objective is to engage the research community in

collaborative, long-range, transformative thinking - unfettered

by the constraints of today’s networks yet inspired by lessons

learned and promising new research ideas - to design and

experiment with new network architectures and networking

concepts that take into consideration the larger social, eco-

nomic and legal issues that arise from the interplay between

the Internet and society [18]. One of the many projects

derived from the NETS-FIA initiative is the Named Data

Networking (NDN) [19]. The NDN aims to develop a new

Internet architecture keeping the strengths of the current one,

and addressing its drawbacks. Its main aspect is to name the

contents instead its location. For instance, the current Internet

secure the data container, while the NDN secures the content.

This is an architectural choice which decouples data confi-

dence from hosts confidence. The project studies the technical

challenges to be overcomed in order to validate the NDN as

Future Internet: routing scalability, network security, content

protection and privacy. Thus, as the previous initiatives, the

NETS-FIA is strongly based on experimentation and on the

prototyping of protocols. Also, there is an emphasis on the

security theme.

D. AKARI

AKARI: The japanese AKARI3 Architecture Design Project

aims to implement the basic technology of a new generation

network, developing a network architecture and creating a

network design based on that architecture. Its philosophy

is to pursue an ideal solution by researching new network

3The AKARI project aims to be "A small light (akari in Japanese) in the
dark pointing to the future."
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architectures from a clean slate without being prevented by

existing constraints. The project principles are "crystal synthe-

sis", "reality connected"and "sustainable and evolutionary".

The explanation follows:

• Crystal synthesis means that the project must remain

simple, even when integrating different functionalities.

• Reality connected stand for to separate physical and

logical infrastructures.

• Sustainable and evolutionary represents the properties of

self-organization and self-distribution, being flexible and

open to future changes.

Projects related to AKARI deal with different aspects

networks, and among them stand out those concerning data-

centric networking systems [20].

Although the AKARI project was discontinued in 2013, the

National Institute of Information and Communications Tech-

nology (NICT), from Japan, continued to stimulate research

on the post-Internet network, whose goals include addressing

current network issues such as reliability and security [21].

According to the authors, this new network must also be

flexible and sustainable.

E. Section Summary

There are two major concepts standing out from the sub-

sections above: flexibility and security.

Flexibility is needed to perform experimentations, but also

to support future changes on the Internet architecture, so it can

evolve. Nowadays, the flexibility is deeply related to SDN and

to the data-centric networking systems. Security is essential to

the economic success of any network [22]. As in the current

Internet almost all security is performed at the application

level, the Future Internet must ensure data content at lower

levels. Fig. 5 depicts the concern with these aspects.

Figure 5. The Internet and the NDN hourglass Architecture. Source: [23]

Fig. 5 compares the current Internet (at the left side) with

the next generation of Internet proposed by the NDN team

(at the right site). The focus is no longer at the packets

communication, but changes to content distribution. Rather

than “fixed” protocols, the Future Internet deal with strategies

in order to guarantee the data arrival at its due destination.

Concerning security, a neglected feature at the original Internet

architecture, receives a spotlight at the Future Internet Archi-

tectures as proposed by the Named Data Networking team.

The next Section presents the FPGA architecture characte-

ristics that may contribute to achieve flexibility and security

(and performance) in projects concerning Future Internet Ar-

chitectures.

III. RECONFIGURABLE COMPUTING

Reconfiguable Computing is a relatively new computational

paradigm which fills the gap between the software flexibility

and the specific hardware performance [24]. As mentioned

at the Introducion, the reconfigurable computing enabling

technology is the FPGA. But unlike has been shown in Fig. 3,

the current FPGA are fabricated in nanometric scale and the

process of design and prototyping is all assisted by sophis-

ticated Electronic Design Automation (EDA) tools, making

possible a short time-to-market and a longer product life-

cycle. Fig. 6 depicts the position of systems based on FPGA

regarding those based on CPU (microprocessors) and those

based on Application Specific Integrated Circuits (ASICs). As

can be seen in this abstraction, FPGAs fill a gap between

performance and flexibility. Yet, if we change the Y axis from

flexibility to energy efficiency, the positions remain the same.

Figure 6. FPGA bridging the gap between microprocessors and application
specific processors. Source: Adapted from [25]

Another important factor favouring the FPGA is its cost.

Although for parallels applications its performance approaches

to the ASIC, as the FPGA is an off-the-shelf product, there is

not the Non-Recurring-Engineering (NRE) costs, tipically high

for ASIC projects. Moreover, as the design time for FPGA

is only a fraction of those related to ASIC, the development

costs of systems based on FPGA are significantly lower than

those associated with ASIC. Meanwhile the FPGA time-to-

market is shorter [26], fact that can improve the profitability of

those who adopt this technology. However, perhaps the main

interest concerning FPGA is its reconfigurability, since this

feature allows the hardware to be modified at the logic function

level. This hardware flexibility may lead to a longer product

life-cycle, since the hardware functionality can be upgradable

without change any physical element.

In order to support these assertions, the next subsection

gives an overview of the FPGA architecture. After, in the

following two subsections two themes are discussed: (i) topics

about FPGA used in rapid prototyping of digital systems, spe-

cially concerning networking and (ii) FPGA used to improve

the security infrastructure, in particular for cryptographic ap-

plications. The Section ends by establishing the link between
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the topics mentioned right above and those covered at the end

of Section II: network flexibility and security.

A. FPGA

This subsection is a brief overview about FPGA. If you

are interested in a detailed description of its functionality,

please refer to [27]. For an extended survey on Reconfigurable

Computing, We recommend to read [28]. For an up-to-date

summary of the knowledge-base on FPGA architecture, tools

and systems I suggest the article [26]. Finally, there are

Reconfigurable Systems that are not based on FPGA. These

are not covered by this work, but are discussed on [25].

FPGA are digital integrated circuits whose functionality

is not pre-defined and can be changed after its fabrication.

Basically it is an array of programmable logic elements,

interconnected by a mesh of also programmable routing re-

sources, which functionality can be field programmable. Fig.

7) depicts the FPGA basic architecture in a high level of

abstraction. Depending on the fabrication technology - anti-

fuse, Electrically-Erasable Programmable Read-Only Memory

(EEPROM), static RAM (SRAM), magnetic RAM (MRAM)

- the FPGA can be programmable once or many times. The

most common is the SRAM based FPGA, which can be

reconfigured numerous times [27]. The magic behind the

FPGA is the capability of receiving any functionality that can

be algorithmically described. This is possible because the logic

elements composed by look-up tables (LUTs), multiplexers,

flip-flops and some logic gates. Each LUT can be used as a

small RAM, or, most commonly, as a logic function. Typically

a FPGA has thousands of logic elements, communicating

through interconnection resources composed by wires and mu-

xes. Isolated, a logic element cannot do much, but with the rich

interconnection, complex logic functions can be performed.

The designer may describe the FPGA functionality using a

hardware description language (tipically VHDL or Verilog).

The codification style can be algorithimically (behavioural) or

structural. The most common is a mix of both, emphasizing

the structural one (for the synthesis sake). Once the description

is finished, an EDA tool helps to transform it into a bitstream,

which is the configuration file format for the FPGA. This

process is called synthesis. There are intermediary steps, but

most of it is automated. Fig. 9 (left) helps to visualize this

process.

Figure 7. A simplified view of a generic FPGA. Source: [29]

Fig. 7 is a mere abstraction, because, actually, FPGA

architecture include I/O pins, fast interconnection network,

clock trees, multiply and accumulate (MAC) elements, me-

mory blocs, small DSPs, and even, sometimes, one or more

microprocessors (softcores or hardwireds). By adding some

general purpose processing as small CPUs and DSPs into the

FPGA matrix, the Reconfigurable Computing is improved,

as it approaches the best of both worlds. Thereby, it is

possible to see the FPGA as a co-processor of a conventional

microprocessor (which is, in its turn, into the FPGA). It is also

possible to imagine the FPGA as processing unity attached to

the microprocessor via shared memory. On a third scenario,

the FPGA can act as a stand-alone processor. Fig. 8 depicts

those three possibilities of Reconfigurable Computing.

Figure 8. Different coupling scenari between Reconfigurable Computing (RC
is shaded) and conventional computing (CPU). Source: [30]

However, each project must carefully analyse what is more

suitable to its goals, because each scenario has strengths and

weakness.

On the one hand the tighter the integration between the

reconfigurable hardware and the microprocessor, more often

the reconfigurable fabric can be used by a given application,

due to the low communication overhead. On the other hand,

the hardware is unable to operate for large time slices without

the CPU intervention. Often in this case, the amount of

logic elements available to the application is reduced, as

part of it is used to implement the CPU itself. The more

loosely coupled with the CPU, more room to explore the

application parallelism, but with a penalty of increasing the

communication overhead.

Regarding design costs of a digital system, the design flow

for FPGA is simpler than that for ASIC, as can be seen in

Fig. 9. Although both begin similarly, with the functional

specification phase, the hardware description (with VHDL or

Verilog) and a behavioural simulation, the ASIC flow needs

static timing analysis and equivalence checks with the foundry

parameters. Also, the ASIC flow must include verification of

internal deep sub-micron effects (verification on second and

third order effects). Concerning the FPGA these verification

are previously made by the manufacturer so the end user (in

this case the digital designer) do not to bother with it.

Not to mention that, once the flow is exectute for FPGA and

the bitstream is generated, just download it into the FPGA on

a prototyping board to test it. If something goes wrong, just

go back to the HDL phase and start again.

In the case of the ASIC flow, it is not so easy. Once finished

the system verification using EDA tools, the physical layout
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Figure 9. Comparison between FPGA and ASIC design flow. Source: [31]

must be done, and after that there is the post-layout technology

checks. If everything is ok, the layout can be sent to the

manufacturer (frequently overseas). Once the chip done, it is

sent to the encapsulator, and then, sent back to the original

designer in order to test. If the test fail, all process must restart.

As you can see, it is an expensive process.

To illustrate an FPGA prototyping board and its capabilities,

Fig. 10 shows a low-cost board, where a whole digital system

can be implemented and tested. Once the goals achieved,

the system can be sized to fit its needs, in a specically

designed board with only the needed resources, with and

FPGA equivalent to that on the prototyping board.

Figure 10. An Altera FPGA Prototyping Platform. Source: [32]

Fig. 10 depicts the I/O richness that can be attached to a

FPGA, in the sense of prototyping a variety of applications.

For instance, the camera and the display could be used as

I/O for a facial recognition on a access control system to a

mainframe room, where the heaviest processing algorithm are

computed on the FPGA.

Such flexibility, and low implementation cost, besides the

high performance when compared to purely software solution,

indicate the FPGA as an ideal platform to prototype digital

systems. The next subsections gives some examples network

and security experimentations using FPGA.

B. FPGA and Networking

A recurring subject in developing the Future Internet is

the Software Defined Network (SDN) model. In the SDN

architecture, the control plan and the data plan are decoupled,

the network inteligence and status are locally stored, and

the underlying network infrastructure are abstracted from the

application [33]. In short, SDN emphasizes the following

characteristics:

1) Decoupling networking hardware and software;

2) Centralized network view and control;

3) Open interfaces between devices on the control plan and

the data plan; and

4) Programmability by external applications, i.e., operators,

independent sofware vendors and users - not just equip-

ment manufacturers.

Decoupling networking hardware and software allows for

centralization of the control portion (named the control plane)

while keeping the actual packet forwarding function (the

forwarding plane) distributed across many physical network

switches. This provides a means to configure, monitor, trou-

bleshoot, and automate a large network built of many discrete

hardware components as a single network "fabric."

The centralized control plane can then enable new or diffe-

rent forwarding behaviors and broader, more precise control of

traffic flow. Many products that encompass data center fabrics

and flow control methods such as OpenFlow leverage this facet

of SDN.

The switch required by the SDN model must process packet

flows in a performing and secure way. So, basically, there are

three elements to consider: performance and security, but also

flexibility as preconized by the OpenFlow switches.

The reference [34] is a report on initiatives about SDN

switches using different approaches: multicore CPU/GPP;

Network Processing Units (NPU) / Network Flow Processors

(NFP); PLD/FPGA; Application-Specific standard products;

and ASICs. Fig. 11 relates them in a plan composed by the

Programability (flexibility) axe and Performance (in Gb/s) axe.

We can see a close relation with Fig. 6, where FPGA appears

as a half-way between performance and flexibility. This finding

is also supported by article [35].

One concrete example of convergence between Reconfigu-

rable Computing researchers and network researchers is the

NetFPGA project [36] from the University of Cambridge. This

project, based on FPGA technology, provides software, hard-

ware and community as a basic infrastructure to simulation

and testing high-speed networks.One key point of this project

is to maintain the platform as an open-source project, allowing

the reuse of building blocks across various research projects.

The current board (NetFPGA SUME) supports up to 100GB/s

applications. The NetFPGA SUME shown in Fig. 12 uses

a high-density Virtex 7 690T FPGA, supporting high-speed

serial interfaces, and its format permits user-expansion.
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Figure 11. Network processing: performance x programmability Source: [34]

Figure 12. NetFPGA SUME board. Source: [36]

Acording to the project maintainers4, there currently are

more than two hundred scientific publications of results on

network research makin use of NetFPGA, across 150 research

groups in more than 40 countries. These project includes an

open-source network tester [37], a high-resolution hardware

based packet capture [38], an evaluation of native load distri-

buition of ARP-path in data centers [39] and a framework for

trust and policy management for a secure internet [40]. In all

these works, the common point is the claim that is through

experimentation on a real hardware, rather than simulations,

is that researchers can reach more assertive conclusions.

Another significant example is the development process

of a high availability routing protocol - called HARP [41],

researched on the context of the Future Internet project called

Entity Title Architecture (ETArch) [42].

At the work presented in [43], the author has found several

problems at the VRRP (Virtual Router Redundancy Protocol)

that could lead to sensible downtime intervals at the network

of a major telecom group. He identified the split brain and the

no-brain situations as causes to these downtimes. Then[43]

proposes n extension to the VRRP in order to address the

problems found. However, when trying to implemente the

work in [43], we found some inconsistencies, unobservable

without physical experimentation. By using some low-cost

4http://netfpga.org/site/\#/publications/

FPGA we were able to recreate the virtual router scenario and

to observe the failures in VRRP. By constructing a hardware

model to validate high-availability protocols, we achieved to

develop and test the HARP, solving the no-brain and the

split-brain situations. Fig. 13 depicts the solution. The HARP

protocol is essentially a finite state machine (at the center of

Fig. 13). The surrounding blocks are part of the validation

scheme. More information about HARP protocol can be found

in [44].

Figure 13. HARP Architecture. Source: Self.

As illustration, the Fig. 14 shows the FPGA boards where

the HARP was prototyped. Each board acts as a router, and

all three composes a virtual router. Many different scenarios

were described and experimented, giving us confidence in our

both theoretical and practical findings.

Figure 14. HARP prototype experimentation. Source: Self.

Both situations, the NetFPGA community and numerous

research papers, and our own results, demonstrate the potential

of FPGA as platform to implement future internet solutions,

in particular in cases where the experimentation is part of the

research and development methodology, as foreseen in FIBRE,

NFS-NET, FIRE and AKIRA initiatives.

C. FPGA and Network Security

As mentioned before, FPGA has a regular and homogeneous

internal architecture, with a rich interconnection network.

These are important ingredients to compute parallel algo-

rithms, as it is the case of cryptography or pattern recognition.

Such algorithm classes are in the basis of network security

solutions, as authentication (through public key cryptography),



ENIGMA — Brazilian Journal of Information Security and Cryptography, Vol. 3, No. 1, Sep. 201622

packets classification, or intrusion detection, only to mention

a few examples.

The networks composing the Internet, the current one or the

future, need security solutions with the following features [45]

:

• Real-Time Protection. For an effective protection mecha-

nism, it is important to achieve line-speed data processing

with an affordable cost.

• Flexible Updating. As attackers are creative and their

methods are continuously evolving, the protection system

must also be adaptable.

• Scalability. This is a critical concern for actual deploy-

ment. Many approaches working in small networks have

their performance deteriorated in real scale networks.

Due to its regular architecture, FPGA can be added in

a scalable way.

The features above are well addressed by FPGAs. Its

intrinsic parallelism can meet the real-time requirements for

packets classification, for instance, at a lower cost than ASICs.

Although flexibility also can be achieved with software in

CPU or NPU solutions, those does not necessarily meet the

performance conditions, meanwhile the ASIC are fast, but

expensive and not flexible at all. Once again, FPGA emerge

as the alternative which fills the gap among all architectural

approaches.

Still regarding these features - performance and flexibility

- there is some examples that is worth to take a look:

• Packet classification this is one of the fundamental chal-

lenges in designing high speed routers. It enables the

router to support firewall processing, quality of service

differentiation, policy routing and other value added

services. When a packet arrives at a router, its header

is compared with a set of rules. Each rule can have one

or more fields and their associated value, and an action to

be taken if matched. To perform the needed comparison

to each packed, FPGA has been successfully used [46],

[47], [48]. In [49] we find a comparison between packet

classification implementations in FPGA, GPP and GPU,

with an impressive advantage to FPGA.

• Pattern matching is the most important and the most

computationally intensive component of a network in-

trusion detection systems (NDIS). NDIS operates by

monitoring network packets and matching them against

user-defined rule set. Many successful works has been

done using FPGA to perform pattern matching [50], [51],

[52]. [53] brings us a comprehensive survey about pattern

matching for deep packet inspection, including FPGA

implementations.

• Distributed Denial of Service (DDOS) and Internet worms

attacks are the two major security theats to the network

infrastructure [54]. In [55] active scans and filters has

been implemented, in order to detect Internet worms and

viruses at a multi-Gigabit/second rates, using FPGA. In

[56] the authors achieved 400Kilo Packets filtering in a

anti-DDOS system based on the NetFPGA 1G. In [57] the

authors implemented a real-time detection against DDOS

and IDS (Intrusion Detection System) based in FPGA,

achieving a throughput of 2 Gigabits per second.

• Cryptography is the fundamental component for securing

the Internet traffic. However, cryptographic algorithms

impose high processing time and efforts that can be a bot-

tleneck to high-speed networks. It has been demonstrated

the advantages of using FPGA for cryptographic applica-

tions. [58] shows a fast Elliptic Curve Cryptography in

FPGA. In [59] the authors present three reconfigurable

hardware architectures for modular exponentiation, the

main function of the RSA cryptosystem.In [60] we found

an efficient FPGA implementation of the AES private-key

cryptographic algorithm.

However, FPGA implementations of cryptographic primiti-

ves deserve some attention concerning some potential vulne-

rabilities.

First of all, designers should be advised that any hardware

implementation of cryptographic primitives also may be vul-

nerable to hardware-specific attacks. Even choosing to imple-

ment a computationally secure cryptographic algorithm (such

as RSA [61] or ECC [62]), cryptographic hardware modules

may suffer with direct or side-channel attacks [63], [64]. Direct

attacks may attempt to change the implemented logic. To

counteract it, FPGA vendors have developed tamper-evidence

and tamper-resistance techniques [65],[66], [67]. Concerning

SCA attacks, there also some techniques the designer must be

aware to use [68].

Fig. 15 summarizes hardware threats and countermeasures.

At the middle, the figure shows the abstraction levels, from

the lower level, which is the fabrication technology up to the

application level. Each level has known threats and correspon-

ding countermeasures.

Figure 15. Hardware threats and countermeasures by abstraction level.
Source: [69]

For instance, when implementing security modules in

FPGA, we are working at the Architecture and Logic le-

vels, which are vulnerable to Side Channel Attacks, such as

Differential Power Analysis [64] and Timing Attacks [63].

These threats are called SCA because rather than attack

cryptographic algorithms vulnerabilities, the attackers observe

"leaked"information of the cryptographic circuit such as power

consumption or the amount of time to compute one specific

cryptographic function.

So we must worry about integrity checking, bitstream en-

cryption, fault tolerance, and some low level countermeasures
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such as unpredictable random (or fixed time) execution, dual-

rail or asynchronous implementation. However, if carefully

designed, cryptographic modules in FPGA can be efficient (in

terms of performance, cost and flexibility) and secure.

In [70] and [71] we demonstrate the efficiency of FPGA

to implement Montgmomery Modular Multiplications [72],

essential to public key cryptosystems such as RSA. In [73]

we show how to counteract DPA attacks with Reconfigurable

Computing using a leak resistant arithmetic and architecture.

Fig. 16 shows an ovewview of this approach.

Figure 16. A leak resistant reconfigurable architecture. Source: [73]

The "user application"sends a request to the reconfigurable

controller module in order to specify its needs in terms of

cryptography. The reconfigurable monitor talks to the central

configuration control to verify if the requested function is

available in the configuration memory. If so, the configuration

scheduler searches the corresponding cryptographic function

in the memory and dispatches it to the reconfigurable area,

in order to be executed. On the example, the cryptographic

module is a Leak Resistant Arithmetic to perform Montgomery

modular multiplications capable of masking power consump-

tion and computing time so no DPA or Differential Fault

Analysis (DFA) can be performed against the circuit.

These few works illustrates the capabilities of FPGA to cope

with network cryptographic needs.

D. Section Summary

The examples in this section shows that Reconfigurable

Hardware is already in use for both network and security

applications, being useful for rapid hardware prototyping but

also as market solution on these fields. However, the Future

Internet initiatives do not mention explicitly the use of Recon-

figurable Computing in its directive, nor its related projects

give attention to this possibility.

IV. CONCLUSIONS

In this article we try to logically build the argument that it is

necessary to approximate the areas of computer architecture

and computer networks, or more specifically bridge the gap

between research in Reconfigurable Computing those in the

Future Internet Architectures. We show through a brief survey

full of successful examples, such as some of the needs and fu-

ture internet objectives can be met through the reconfigurable

computing.

Finally, some considerations on lessons we learned in buil-

ding this article.

First, we assume that to approach the research of Future

Internet and Reconfigurable Computing, need to adopt an

approach that, in parallel, is top-down and bottom-up.

On one hand we think the top-down approach in the sense

that researchers in both areas perform specific meeting to

discuss joint research. It is also necessary to articulate actions

so that there is the funding for such initiatives, preferably

through public-private partnerships.

On the other hand, the bottom-up approach means that com-

plexity of current research and development has no room for

compartmentalized knowledge. The undergraduate curricula

should emphasize pedagogical approaches based on multi-

disciplinary problem solving [74], [75]. After all, accustoming

students to think in a complex way, we increase the chances

of developing the critical mass necessary for troubleshooting

problems composed of variable increasingly numerous and

diverse in nature. According to Edgar Morin[76]:

"We need a kind of thinking that reconnects

that which is disjointed and compartmentalized, that

respects diversity as it recognizes unity, and that

tries to discern interdependencies. We need a radical

thinking (which gets to the root of problems), a

multidimensional thinking, and an organizational or

systemic thinking."

As shown in the examples brought previously, the merge

of fields Reconfigurable Computing and Future Internet is

feasible. However this integration needs to be intensified and

adopted as early as possible so that, from the specification

phase of the solutions for the Internet of the Future, already

consider Reconfigurable Computing as architectural alternative

for implementation.
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